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MOTIVATION & CONTRIBUTIONS

• Existing two-staged end-to-end text spotting methods adopt complicated RoI operations with time-consuming NMS.

• Recognition highly relies on detection results and its annotations. Accurate boundaries need to be depicted during detection.

• We propose a compact and robust one-stage text spotting framework named MANGO that can be trained in an end-to-end manner.

• We develop the position-aware mask attention module to generate the text instance features into a batch, and build the one-to-one mapping with final character sequences. The module can be trained with only rough text position information and text annotations.
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EVALUATION & VISUALIZATION