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PMAL: Open Set Recognition via 
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Problems

(a) Quality (b) Diversity
Embedding 

space

• Implicit Learned Prototypes



Motivation

• Explicit Prototype Mining: PMAL

(a) Mine High-quality

Candidates (b) Filter with diversity



Preliminary

Scheirer, W. J., et al. 2013. Towards Open Set Recognition. TPAMI.

• Ideal: Close Set Assumption

• Open Set Recognition(OSR)

• Actually: Open Set Environment



Preliminary

Jaderberg, M, et al. 2015. Spatial Transformer Networks. NeurIPS.

• Prototype-based OSR• Softmax-based close-set recognition 

 Unable to tell UNKNOWN classes  Learn compact intra-class embedding

• Prototype-based OSR

Unknown 

classes

 Reserve more space for UNKNOWN classes

prototype



Method

• Overview of PMAL



Method
• Mine high-quality samples as prototype candidates

 Data uncertainty modelling[1] High-quality samples satisfy[2] :

Equa. 1:

 Embedding Topology

 For a high-quality samples xi

Mahalanobis distance

Equa. 4:

Equa. 3:

 Key properties of high-quality samples 

Equa. 2:

(a)

 Embedding Topology robustness



Method
• Mine high-quality samples as prototype candidates

 Data uncertainty modelling[1] High-quality samples satisfy[2] :

Equa. 1:

 Embedding Topology robustness

 For a low-quality samples xi

Mahalanobis distance

Equa. 4:

Equa. 3:

 Key properties of high-quality samples 

Equa. 2:

(b)



Method
• Filter with diversity

Ck: candidate set of class k

Pk: final prototype set of class k

 Local maximum robustness

 Large embedding distance

redundancy diversity

• Greedy filtering algorithm



Method

 Point to Set distance

• Embedding optimization

query

Equa.1: 

Equa.2: 



Method
• Embedding optimization

Equa.1: 

Equa.2: 

 PMAL:

Explicitly updated by model forward pass
 Existed methods: 

Implicitly learned



Ablation

• Each component

• Both high quality and diversity matters for prototypes. 

• Point-to-set distance helps learning better embedding space.



Ablation

• Each component

• Both high quality and diversity matters for prototypes. 

• Point-to-set distance helps learning better embedding space.



Ablation

• Replace components in PM with existed strategies

Mine High-quality 

Candidates

Diversity 

filtering



Visualization
• High quality



Visualization
• Diversity

 Multifarious prototypes



Visualization

• On simple MNIST, all prototype-based methods performs satisfying.

• Embedding space

• On more complex TinyImageNet, PMAL performs much better.

Each color denotes different classes and ‘gray’ denotes unknowns



Performance

• Mainstream small-scale benchmarks



Performance

• Mainstream small-scale benchmarks



Performance
• More large-scale benchmarks

 More obvious advantages on complicated scenarios
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