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Overview

In this paper, we:

• propose a class-aware bilateral distillation method to adapt the vanilla knowledge

distillation technique for FSCIL.

• propose a two-branch framework to be conveniently applied to arbitrary pre-

trained models without sophisticated meta-training.

• achieve state-of-the-art performance on three popular FSCIL datasets.

(FSCIL is short for Few-Shot Class-Incremental Learning)



Task Definition

…… 
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• Few-Shot Class-Incremental Learning (FSCIL): 
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class data

Few-shot novel 
class data

Few-shot novel 
class data
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class data

……

• Incrementally recognize all the encountered classes



Motivation

• Finetuning on few-shot novel class data in FSCIL results in the unique overfitting issue.

• Vanilla distillation for CIL causes aggravated catastrophic forgetting in FSCIL.

Reasons

• Vanilla knowledge distillation in Class-Incremental Learning (CIL) is not suitable for

Few-Shot Class-Incremental Learning (FSCIL) task.

Vanilla distillation:
Drawing knowledge from only previous model (t-1)



Motivation

Vanilla distillation:
Drawing knowledge from only previous model (t-1)

Our distillation:
Drawing knowledge dynamically from dual teachers

• Class-Incremental Learning (CIL): 

• Few-Shot Class-Incremental Learning (FSCIL):



Method

➢ Class-Aware Bilateral Distillation (CABD)

• Dynamic transfer based on semantic similarity:• Drawing knowledge from dual teachers:

Base model 

from session 0

Previous model 

from session t-1



Method

➢ Attention-based Prediction Aggregation (AGGR)

• Selectively merge predictions from the two branches:

• Binary classification loss to enhance discrimination:



Results

Performance on three FSCIL datasets (2) CIFAR100

(3) CUB200

(1) mini-ImageNet

Ours

Ours

• Achieving state-of-the-art classification results.



Results

Ablation on Class-Aware Bilateral Distillation (CABD) 

(a) From a dataset-wise view (b) From a class-wise view

• Distilling based on class-aware semantic similarity. 

• More semantically related → more general knowledge to transfer.



Results

Ablation on Attention-based Prediction Aggregation (AGGR)

(a) Attention weights for aggregation (b) Base & novel class trade-off

• Reasonable aggregation weights for each instance. 

• Better trade-off between base and novel classes.

Base classes Novel classes



Results

Confusion Matrix

(a) Base branch 

Acc. = 48.97%

(b) Vanilla distillation 

Acc. = 45.33%

(c) Our method 

Acc. = 52.22%

• Our method obtains a less scattered confusion matrix for better performance. 



Results

T-SNE Visualization

• Better adaptation to novel classes without forgetting.

Confusion
More Separable 
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