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 Scene Text Recognition Feat Single-Task Learning

Background

 Scene Text Recognition Feat Multi-Task learning
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 CTC-Based 

 Attention-Based

 Additional information from another task or detailed supervision

 Exploiting original tasks and supervision



HIKVISION

 Drawback of current solution

Background

 Motivation

 Single Task solution 

 Excavate implicit information from existing annotations to training a auxiliary task

 Excavate and utilize the relation between tasks to improve the performance

 Multi-Task solution

 Limited Performance

 Add extra annotations

 Immature Technology Application

 Ignore the relation between tasks

 Task competition
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 Overall Architecture

THEN

Overall architecture of RF Learning CNT Branch
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 Backbone

 Character Counting Branch (CNT)

 Text Recognition Branch (RCG)

 Reciprocal Feature Adaptor (RF-Adaptor)
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 Character Counting Branch

Text is a is hierarchically information carrier

Then
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RCG Branch

Text length is a facilitated information in text information and correlate to the text recognition task
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 Reciprocal Feature Adaptor
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 RCG contains more information than CNT, replenish information via 

 CNT is feature selector like a learnable gate to suppress the noise via 

Transfer the bi-directional complementary data from one to the other, assembling features and adapting to task

 Apply different self-enhancement module to strengthen the feature

 Feature Fusion

 Feature Strengthen
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Compared with SOTA solution

 Performance Summary
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 Ablation Summary

 CNT Implementation Ablation 

 CNT Implementation compared with ACE  Generalization Ablation 

 CNT Implementation compared with ACE 
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 Ablation Summary

 Optimization Ablation 
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