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• Problems of SVTS Research

• Face various environmental interferences (e.g., camera shaking, motion blur and immediate 

illumination changing etc.) and meet the real-time response requirement

• Existing datasets are too small to promote the area study

• The lack of uniform evaluation metrics and benchmarks

• Schedule of the SVTS competition：
 5 January 2021: Registration begin. Training & validation 

datasets are available for downloads.

 1 March 2021: Submissions begin. Test data is released.

 31 March 2021: Registration deadline.

 11 April 2021: Submissions deadline of all the tasks.

• Maintained on Codalab web: 

https://competitions.codalab.org/competitions/27667

• Video text detection task

• Most participants employ the semantic-based Mask R-CNN framework to capture regular and 

irregular text instance

• TencentOCR team achieves the best score 

• Video text tracking task

• Most methods focus on the trajectory estimation

• Tencent-OCR team achieves the best score 

• End2End Video Text Spotting

• A pre-trained general model is important in many method

The overall performance is low, and large improving space is existing for this research topic
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• Characteristics

• Large scale and diversified scenes: 21 different scenes including 13 indoor and 8 outdoor scenes

• Collected with different kinds of video cameras: mobile phone, HD camera, Car-DVR camera

• Different difficulty levels: Hard, Medium and Easy

• Multilingual instances: alphanumeric and non-alphanumeric

• Dataset Split: 71, 18 and 40 videos for training, validation and testing set, respectively.

• Annotations: Polygon coordinate – unique identification – Language – Quality – Transcripts

DAVAR-Lab: https://davar-lab.github.io/ (Code & Dataset)
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Tasks

• Competition Characteristics

• The video text dataset is further extended from LSVTD [1], containing 129 video clips from 21 

real-life scenarios.

 More accurate annotations

 A general dataset with large range of scenarios

 Video clips are overwhelming of low-quality images caused by blurring, perspective 

distortion, motion inferences etc.

• Three specific tasks are proposed: video text detection, tracking and the end-to-end recognition

• Provides the motivation, dataset description, task definition, evaluation metrics, results of 

submitted methods and their discussion.

• Task 1 – Video Text Detection

• Recalld, Precisond and F-scored as the evaluation metrics 

• Task 2 – Video Text Tracking

• ATAt, MOTAt and MOTPt are used as the evaluation metrics [3]

• Task 3 – End2End Video Text Spotting

• Sequence-level evaluation protocols are proposed to evaluate the end-to-end performance, i.e., Recalls, 

Precisions, F-scores are used as evaluation metrics [2]

46 valid submissions from 24 teams from both research communities and industries for the three tasks

Submited json files for Task 1, 2 & 3.
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