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• existing multi-stage pipeline: localize and recognize in each frames, track for 

text streams, then post-precess. Two problems:

 Motivation of This Work

 Main Contributions

 Experiments & Ablation

 Proposed Dataset (LSVTD)

• excessive computation cost from repetitive recognition

• unstable recognition results due to low-quality text

• key idea: select the highest quality text region from each text stream to be 

recognized once instead of one-by-one, which:

 existing framwork  Our framwork

• speeds up text spotting by avoiding repetitive recognition

• leads to more robust recognition results by filtering out low-quality text

• comparison with state-of-art:

 detection on IC13  end-to-end on IC15

• ablation:

• an unifed two-stage framework YORO consisting of a spatial-temporal 

detector and a text recommender for fast video text spoting. 

 performance and speed comparison with 

other frame selection methods

 effectiveness of each module

QSHR: quality selection hitting rate

RCR: rate of correctly recognizing selected text regions

• existing video scene text 

datasets: limited scale and 

scenes, which may restrain 

research of video scene text 

spoting.

• our collected dataset:

• end-to-end evalations on our dataset.

 22 indoor/outdoor real-world scenarios (100 videos)  multilingual

 spoting text in outdoor is more

challenging than that in indoor 

• a novel text recommender for selecting the highest-quality text from text 

streams, then only recognizing the selected text regions once.
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• a spatial-temporal detector for robustly recall more text by referring to temporal 

relationship among different frames. 
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 self-attention based aggregation

 red denotes detection

EAST

Our

D-BASE: single frame detection by east

PCW: select with recognition confidence 

HFP: select by majority voting 

TR(      (*) ): text recommender trained only with tracking, scoring or recognition loss
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 teacher- student architecture


